Comparative Study of Three Image Enhancement Techniques for Geospatial Data
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Abstract: Processing images for Geomatic works is one of the most difficult techniques. The image enhancement algorithms have direct effect on the quality of images. It is normally done to improve visual appearance and provide a better technique for future automated image processing. Sources of images include satellite, photography and aerial photogrammetry that are used for geospatial data processing. These images suffer from poor contrast and noise. To use these images effectively, there is the need to enhance the contrast and remove the noise from the image to increase its quality. There are different techniques for image enhancement but this study focused on image interpolation. This multi-resolution technique is useful for variety of fields where fine and minor details are important. In this research, the Nearest Neighbor, Bilinear and Bicubic image interpolation algorithm were compared. Using the aforementioned techniques, two images were enhanced in order to compare their strengths and processing speed. The results of the algorithm of Nearest Neighbor had low computational time, low complexity of algorithm and poor image quality. On the other hand, the algorithms of Bilinear and Bicubic had average and high computational time, average and high complexity of algorithm and average and good image quality respectively.
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1. Introduction

Images are now major assets in geospatial data acquisition and processing. They are normally obtained through photography, photogrammetry or remote sensing. These data acquisition techniques constitute the pillars of mapping and researches in geospatial studies. Acquired images usually need to be enhanced before they are used. The principal objective of image enhancement is to modify attributes of an image to make it more suitable for a given task and to a specific observer. The choice of attributes and how they are modified are specific to a given task [1]. Moreover, observer-specific factors, such as the human visual system and the observer’s experience, will introduce a great deal of subjectivity into the choice of image enhancement methods [2]. There exist many techniques that are used to enhance a digital image without altering it [3]. There are traditional techniques and non-traditional techniques [4], uniform and non-uniform techniques and many others. In order to enhance images for geospatial use many algorithms have been proposed [5-7]. Appropriate choices of such techniques are influenced by the image modality, task at hand and viewing conditions of an application. The objective of an image enhancement is to change or modify the quality of an image for specific application [8].

Image enhancement is an indispensable tool for researchers in a wide variety of fields. For example, in forensics, image enhancement is used for identification, evidence gathering and surveillance. In atmospheric sciences, it is used to reduce the effects of haze, fog, mist and turbulent weather for meteorological observations [9]. Astrophotography faces challenges due to light and noise pollution that can be minimized by image enhancements. In oceanography, the study of images reveals interesting features of water flow, remains concentration, geomorphology and bathymetric patterns, to name a few [10]. These features are more clearly observable in images that are digitally enhanced to overcome the problem of moving targets, deficiency of light and obscure surroundings [11].

The algorithm proposed in [4] for example, is based on directions in spatial domain and these values are influenced...
along specific directions are calculated using directional weights. The weights however, are dependent on the variation in the directions. The enhancement techniques proposed in [5-6] are normally based on convolution interpolation techniques. Certain studies like [7] developed a hybrid based on convolution and the median based scheme which splits it into two directional stages. Other algorithms based on variation techniques were introduced with smoothing and orientation constraints [12-13]. Furthermore, algorithm introduced in [14-15] using bilinear or bicubic interpolation.

Considering the forgoing, there is the need to compare and contrast image algorithms to adopt the best suited for image enhancement in geospatial data processing. Image interpolation is the process by which a small image is made larger by increasing the number of pixels comprising the small image [16, 18]. This process has been a problem of prime importance in many fields due to its wide applications in satellite imagery, biomedical imaging, and particularly in military and consumer electronics domains [17].

Two main categories are there for image interpolation algorithms called adaptive and non-adaptive. In non-adaptive method, the same procedure is applied on all pixels without considering image features while in adaptive methods, image quality and its features are considered before applying algorithm [18-20]. This study focuses on the non-adaptive methods of interpolation which consist mainly of the nearest neighbor, the bilinear and the bicubic methods.

2. Resources and Methods Used

2.1. Acquisition of Images

Two images were obtained on which the interpolation algorithms were applied. The first image (Figure 1) is a satellite image of a section of the University of Mines and Technology campus of Ghana. Figure 1 was downloaded using the Google Earth software and is labelled in this study as image A. The second image (Figure 2) is an RGB image of a mandrill, which was downloaded from google webpage. It is labeled as image B in this study.

2.2. Image Interpolations

2.2.1. Image Interpolation by Nearest Neighbor Technique

The characteristic of the image interpolation by nearest neighbor (NN) technique is the most basic and simple method. This method is used to determine the pixel value from the closest pixel to the specified input coordinates, and assigns that value to the output coordinates in [11]. For one-dimensional NN interpolation, the numbers of grid points needed to evaluate the interpolation function are two. For two-dimensional, NN interpolation, the numbers of grid points needed to evaluate the interpolation function are four. This technique, also known as the point shift algorithm, is given by the Equation (1).

\[
f(x) = f(x_k), \quad \frac{x_{k-1} + x_k}{2} < x \leq \frac{x_k + x_{k-1}}{2}
\]  

(1)

It can be achieved by convolving the image with a one-pixel width rectangle in the spatial domain. The interpolation kernel for the nearest neighbor algorithm is defined by Equation (2).

\[
h(x) = \begin{cases} 
1 & 0 \leq |x| < 0.5 \\
0 & 0.5 \leq |x|
\end{cases}
\]  

(2)

where \(x\) is the distance between the point to be interpolated and the grid point being considered.

2.2.2. Image Interpolation by Bilinear Technique

The characteristics of the image interpolation by bilinear technique is an interpolation method which is used to determine the pixel value from the weighted average of the four closest pixels to the specified input coordinates, and assigns that value to the output coordinates. First, two linear interpolations are performed in one direction and then one more linear interpolation is performed in the perpendicular direction. For one-dimensional Linear Interpolation, the number of grid points needed to evaluate the interpolation function is two. For bilinear interpolation, the number of grid points needed to evaluate the interpolation function is four.
points needed to evaluate the interpolation function is four.

Its interpolation kernel is derived from constraints imposed on the general cubic spline interpolation formula. The kernel is composed of piecewise cubic polynomials defined on the unit subintervals (-2, -1), (-1, 0), (0, 1), and (1, 2). Outside the interval (-2, 2), the interpolation kernel is zero. As a result, each interpolated point is a weighted sum of four consecutive input points. This has the desirable symmetry property of retaining two input points on each side of the interpolating region. It gives rise to a symmetric, space-invariant, interpolation kernel in the form of Equation (3).

\[
h(x) = \begin{cases} 
  a_{30} |x|^3 + a_{20} |x|^2 + a_{10} |x| + a_{00} & 0 \leq |x| < 1 \\
  a_{31} |x|^3 + a_{21} |x|^2 + a_{11} |x| + a_{01} & 1 \leq |x| < 2 \\
  0 & 2 \leq |x|
\end{cases}
\]

(3)

There is again an assumption that the data points are located on the integer grid. The values of the coefficients can be determined by applying the following set of constraints to the interpolation kernel:

- \( h(0) = 1 \) and \( h(x) = 0 \) for \( |x| = 1 \) and \( 2 \).
- \( h \) must be continuous at \( |x| = 0, 1, \) and \( 2 \).
- \( h \) must have a continuous first derivative at \( |x| = 0, 1, \) and \( 2 \).

The first constraint states that when \( h \) is centered on an input sample, the interpolation function is independent of neighboring samples. This permits \( f \) to actually pass through the input points. In addition, it establishes that the \( C_k \) coefficients in the main interpolation equation are the data samples themselves. This follows that at data point \( x_j \) as in Equation (4).

\[
f(x_j) = \sum_{k=0}^{k-1} C_k (x_j - x_k) = \sum_{k=j-2}^{j+2} C_k (x_j - x_k)
\]

(4)

According to the first constraint (Equation 4), \( h(x_j - x_k) = 0 \) unless \( j = k \). Therefore, the right-hand side of Equation (4) reduces to \( C_k \). Since this equals \( f(x_j) \), it can be seen that all \( C_k \) coefficients must equal the data samples in the four-point interval as given in Equations (5) to (8).

\[
1 = h(0) = a_{00}
\]

(5)

\[
0 = h(1^{-1}) = a_{30} + a_{30} + a_{30} + a_{30}
\]

(6)

\[
0 = h(1) = a_{31} + a_{21} + a_{11} + a_{01}
\]

(7)

\[
0 = h(2^{-1}) = 8a_{31} + 4a_{21} + 2a_{11} + a_{01}
\]

(8)

Three more equations are obtained from constraint (Equation (3)) i.e. Equations (9) to (11).

\[
-a_{10} = h'(0^-) = h(0^+) = a_{10}
\]

(9)

\[
3a_{30} + 2a_{20} + a_{10} = h'(1^-)
\]

(10)

\[
12a_{31} + 4a_{21} + a_{11} = h(2^-) = 0
\]

(11)

The constraints given in Equations (9) to (11) have resulted in seven equations. However, there are eight unknown coefficients. This requires another constraint in order to obtain a unique solution. By allowing \( a = a_{31} \) to be a free parameter that may be controlled by the user, the family of solutions given in Equation (12) may be obtained.

\[
h(x) = \begin{cases} 
  (a + 2) |x|^3 - (a + 3) |x|^2 + 1 & 0 \leq |x| < 1 \\
  a |x|^3 + 5a |x|^2 + 8a |x| - 4a & 1 \leq |x| < 2 \\
  0 & 2 \leq |x|
\end{cases}
\]

(12)

Additional knowledge about the shape of the desired result may be imposed upon the Equation (12) to yield bounds on the value of \( a \). The heuristics applied to derive the kernel are motivated from properties of the ideal reconstruction filter, the sinc function. By requiring \( h \) to be concave upward at \( |x| = 1 \), and concave downward at \( x = 0 \) give Equations (13) and (14).

\[
h^\prime(0) = -2(a + 3) < 0 \rightarrow a > -3
\]

(13)

\[
h^\prime(1) = -4a > 0 \rightarrow a < 0
\]

(14)

### 2.2.3. Image Interpolation by Bicubic Technique

The characteristics of Image Interpolation by bicubic technique in [12] are as follows:

- Cubic convolution Interpolation determines the pixel value from the weighted average of the 16 closest pixels to the specified input coordinates, and assigns that value to the output coordinates.
- First, four one-dimension cubic convolutions are performed in one direction and then one more one-dimension cubic convolution is performed in the perpendicular direction.
- For Bicubic Interpolation, the number of grid points needed to evaluate the interpolation function is 16, two grid points on either side of the point under consideration for both horizontal and vertical directions.

### 2.2.4. Processing of Image A

Matlab 2014a was launched and the workspace was connected to the folder that contains image A (Figure 1). The image was loaded into the workspace and a down sample the size of the image using a scale factor of 1/6 was done. The resized or down-sampled image was saved and labelled as Image A-A (Figure 3).
Figure 3. Resized Image A: Image A-A.

Figure 3 (Image A-A) was then loaded into the workspace and the interpolation methods (nearest neighbor, bilinear and bicubic) were applied to the image using a scale factor of 5. The codes written for the interpolation methods were run and timed and the results were saved.

2.2.5. Processing of Image B

Matlab 2014a was launched and the workspace was connected to the folder which contains Image B (Figure 2). The image was loaded into the workspace and down-sample of the image size using a scale factor of 1/6 was done. The resized or down-sampled image was saved and labelled as Image B-B (Figure 4).

Figure 4. Resized Image B: Image B-B.

Figure 4 (Image B-B) was then loaded into the workspace and the interpolation methods (nearest neighbor, bilinear and bicubic) were applied to the image using a scale factor of 5. The codes written for the interpolation methods were run and timed and the results were saved.

After the enhancement of the images using the interpolation techniques, Images A-A (Figure 3) and B-B (Figure 4) were enhanced using the normal zoom-in feature of windows photo viewer in the computer. This was done in order to show how image enhancement by the interpolation techniques differs from the normal image enhancement or zooming methods of a computer.

3. Results and Discussion

3.1. First Set of Results for Images A-A and B-B

Figures 5 and 6 show images A-A and B-B enhanced using the normal zoom-in feature of the windows photo viewer of a computer.

Figure 5. Enhanced Image A-A using the Normal Zoom-in of Windows Photo Viewer.

Figure 6. Enhanced Image B-B using the Normal Zoom-in of Windows Photo Viewer.

3.1.1. Second Set of Results for Image A-A

Figures 7 to 9 show images A-A enhanced using the three interpolation techniques being treated in this study.

Figure 7. Image A-A Enhanced Using the Nearest Neighbor Interpolation Technique.
3.1.2. Third Set of Results for Image B-B
The Figures 10 to 12 show images of B-B, enhanced using the three interpolation techniques being used in this study.

3.1.3. Computational Speed of the Three Interpolation Techniques
Table 1 shows the computational speeds for the three interpolation techniques for the enhancement process of the images A-A (Figure 3) and B-B (Figure 4).

<table>
<thead>
<tr>
<th>IMAGES</th>
<th>NEAREST NEIGHBOR (s)</th>
<th>BILINEAR (s)</th>
<th>BICUBIC (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE A-A</td>
<td>0.504</td>
<td>0.732</td>
<td>0.912</td>
</tr>
<tr>
<td>IMAGE B-B</td>
<td>0.713</td>
<td>0.867</td>
<td>0.996</td>
</tr>
</tbody>
</table>
3.2. Discussion

By visual inspection, it can be seen from the first set of results (Section 3.1.1) that the enhancement using the normal zoom in feature of the windows photo viewer was a failure because both images were very pixelated and the features in the image could not be seen. This shows that the enhancement using the interpolation techniques differs totally from the normal zoom in on the windows photo viewer. The nearest neighbor interpolation generally performed poorly. Both images A-A (Figure 3) and B-B which were enhanced using the nearest neighbor interpolation technique produced a jagged or blocky appearance.

Bilinear Interpolation generated images of smoother appearance than nearest neighbor interpolation, but the images were however altered in the process, resulting in blurring or loss of image resolution. Evidently, the bicubic interpolation technique produced images better than the other two techniques. The bicubic interpolation technique produced sharp images which eliminated blurring and jagging in the images.

Computational Speed

From Table 1, it could be seen that the fastest among the three techniques used is the nearest neighbor. This is because the nearest neighbor technique had the least computation time followed by bilinear and then bicubic. This can be attributed to the degree of computational complexity of each of the techniques. A generalized table for the comparison of the interpolation techniques based on the results can be found in Table 2.

<table>
<thead>
<tr>
<th>INTERPOLATION ALGORITHMS</th>
<th>COMPUTATIONAL TIME</th>
<th>COMPLEXITY OF ALGORITHM</th>
<th>IMAGE QUALITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest Neighbor</td>
<td>low</td>
<td>low</td>
<td>poor</td>
</tr>
<tr>
<td>Bilinear</td>
<td>average</td>
<td>average</td>
<td>average</td>
</tr>
<tr>
<td>Bicubic</td>
<td>high</td>
<td>high</td>
<td>good</td>
</tr>
</tbody>
</table>

5. Conclusion

There are a number of interpolation algorithms that could be used to enhance an image. The three most common, nearest neighbor, bilinear and bicubic are compared in this study. Two different images (Multispectral and RGB) were enhanced using the three interpolation techniques. By visual inspection, the bicubic interpolation algorithm gave the best results in terms of image quality, but took the greatest amount of processing time because it needs larger amount of calculations. Considering the computational speeds of the three techniques, the Nearest Neighbour was the fastest among the three having the lowest computational time of 0.504 for image A-A and 0.713 for image B-B. Comparing the complexity of the algorithms, the Nearest Neighbor had the lowest among the three. However, considering the development of modern technology in computers, the bicubic image interpolation technique is adjudged the most suitable amongst the three techniques to be used for image enhancement because it produces sharper images than the other two techniques and has good compromise between processing time and output quality. The results of this particular research can give guidance for a user to choose a suitable interpolation algorithm.
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